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A B S T R A C T

Dynamic functional connections (dFCs), can reveal neural activities, which provides an insightful way of mining
the temporal patterns within the human brain and further detecting brain disorders. However, most existing
studies focus on the dFCs estimation to identify brain disorders by shallow temporal features and methods,
which cannot capture the inherent temporal patterns of dFCs effectively. To address this problem, this study
proposes a novel method, named dynamic functional connections analysis with spectral learning (dCSL), to
explore inherently temporal patterns of dFCs and further detect the brain disorders. Concretely, dCSL includes
two components, dFCs estimation module and dFCs analysis module. In the former, dFCs are estimated via
the sliding window technique. In the latter, the spectral kernel mapping is first constructed by combining
the Fourier transform with the non-stationary kernel. Subsequently, the spectral kernel mapping is stacked
into a deep kernel network to explore higher-order temporal patterns of dFCs through spectral learning. The
proposed dCSL, sharing the benefits of deep architecture and non-stationary kernel, can not only calculate the
long-range relationship but also explore the higher-order temporal patterns of dFCs. To evaluate the proposed
method, a set of brain disorder classification tasks are conducted on several public datasets. As a result, the
proposed dCSL achieves 5% accuracy improvement compared with the widely used approaches for analyzing
sequence data, 1.3% accuracy improvement compared with the state-of-the-art methods for dFCs. In addition,
the discriminative brain regions are explored in the ASD detection task. The findings in this study are consistent
with the clinical performance in ASD.
1. Introduction

The human brain is the most complex dynamic system in the world,
which is vulnerable to many neurological or psychiatric diseases such
as Alzheimer’s Disease (AD) [1,2]. Autism Spectrum Disorder (ASD) [3,
4], and Major Depressive Disorder (MDD) [5,6]. Take AD for example,
it, characterized by memory loss and cognitive decline in clinical prac-
tice, is a progressive neurodegenerative disorder that not only causes
agony for patients but also brings heavy financial burdens to patients’
families, as well as society [7]. Unfortunately, researchers have not yet
found an effective way of treating AD completely. The detection and
intervention at its early stage plays a key role in prolonging the onset
or progression of AD. Nevertheless, the detection and identification at
their early stage is still a challenging problem.

Resting-state functional magnetic resonance imaging (rs-fMRI), as a
non-invasive and valuable way of exploring the human brain,
characterizes brain activities and patterns by achieving blood-oxygen-
level-dependent (BOLD) signals [8,9]. Functional connections (FCs),
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estimated from BOLD signals, can reflect the interaction between dif-
ferent brain regions of interest (ROIs), and it has become a potentially
effective tool for poring abnormalities of the functional interaction
and further identifying brain disorders at its early stage. Commonly,
previous studies assume that FCs between different ROIs are constant.
In practice, this assumption is inconsistent with the practical situation,
due to that the status of FCs is dynamic even in the resting-state [10,
11]. There is growing evidence that dynamic FCs (dFCs), represented by
time-varying FCs between different ROIs, can help us better understand
the pathology of brain disease than static FCs. Thus, it is meaningful
to estimate dFCs and further investigate inherently temporal patterns
over time in brain disorder detection.

Various methods have emerged in recent years to estimate dFCs
and further analyze their temporal patterns. Among these methods, the
sliding window (SW) approach has gained popularity as the primary
method for estimating dFCs [12]. In the SW approach, a time window
of fixed length is selected, and the BOLD signals within this window
are utilized to estimate FCs. In addition to the vanilla SW, researchers
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have developed other dFCs estimation and analysis methods with some
priors, such as causal influence [13], topology structure of brain [14]
and spatial information [15].

Despite their effectiveness in brain disease detection, most of them
tend to emphasize FCs estimation and then identify brain disorders with
some shallow temporal features. Li et al. propose to construct adaptive
dFCs with a recursive least square algorithm [16]. In their study, the
standard deviation (SD) and root-mean-square (RMS) of dFCs serve
as temporal features for mild cognitive impairment (MCI) detection.
Liang et al. propose to identify two types of brain states by using
the K-means clustering method based on estimated dFCs and dynamic
fractional amplitude of low-frequency fluctuations (dfALFF) [17]. Jie
et al. propose to extract temporal features by calculating the corre-
lation coefficient between dFCs, followed by the use of kernel SVM
for identification [15]. Moreover, more temporal feature extraction
methods are proposed to analyze dFCs [18–20]. Nevertheless, these
studies exhibit three primary limitations. Firstly, the shallow tempo-
ral features cannot really reflect detailed dynamic patterns of dFCs.
Secondly, correlation-based temporal feature extraction methods are
input-independent, disregarding the statistical properties of the input
data itself. Lastly, these methods extract temporal features with an
implicit assumption that dFCs are stationary. That can lead to the over-
stationary problem and make these approaches fail to capture eventful
temporal dependencies of dFCs [21,22].

In order to address these problems, researchers have developed var-
ious approaches over the years. For the limitations associated with shal-
low temporal features, recurrent neural networks (RNN)-based models,
as the most popular approach, are commonly used to explore higher-
level temporal features of dFCs duo to the recurrent mechanism [23–
25]. For instance, Lin et al. develop a convolutional recurrent neu-
ral network (CRNN) for automated brain disease classification using
dFC networks [25]. Regarding the over-stationary problems, frequency
domain-based methods have been applied to mine brain activities [26–
28]. In which, Fourier transform-based methods are commonly utilized
to compute signal frequencies [29]. Cao et al. calculate spectral fea-
tures of dFCs using fast discrete Fourier transform to improve MCI
detection [30]. However, it is worth noting that RNN-based methods
may struggle to capture the temporal dependence between two widely
spaced FCs effectively, while Fourier transform-based methods primar-
ily capture the fixed spectral features of dFCs and do not inherently
learn optimizable spectral features.

To tackle above mentioned issues, this paper proposes a novel
analysis method, namely dFCs analysis with spectral learning (dCSL),
by combining Fourier transform with kernel methods. Two components
are included in dCSL, dFCs estimation and dFCs analysis. In the former,
the SW method is used to generate dFCs, and Pearson’s correlation (PC)
is employed to estimate FCs within each window. In the letter, the
Fourier transform is initially integrated with kernel methods to con-
struct a non-stationary spectral kernel mapping. Subsequently, stacking
the mapping into a deep architecture for poring time-varying spectrum
and further analyzing higher-order/complex temporal patterns of dFCs.
Benefiting from the deep architecture, dCSL can capture hierarchical
representations of dFCs effectively. The non-stationary spectral ker-
nel mapping enables dCSL to be input-dependent, meaning that the
proposed dCSL can take the statistical properties of the input itself
into account for correlation-based temporal feature extraction meth-
ods. Furthermore, the comprehensive theoretical foundation of Fourier
transform and kernel methods ensures that dCSL can effectively explore
the intrinsic temporal patterns of dFCs [31].

The contributions of this study are shown as follows:

• Constructing the spectral kernel mapping from the non-stationary
kernel, which can capture the long-range correlation between the
dFCs.

• Stacking the spectral kernel mapping into a deep architecture and
sharing the benefits of the non-stationary kernel and deep hierar-
chical structure. That has a powerful representation capability,

thereby exploring the temporal patterns of dFCs effectively.
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• The proposed dCSL naturally has the periodic activation function
(i.e., the cosine function), which has higher-order derivatives
and can be computed analytically. It means that dCSL can cap-
ture the higher-order temporal patterns of dFCs. Moreover, any
derivative of the activation function is itself a composition of
the activation functions, as the derivative of the cosine is a
sine, i.e., a phase-shifted cosine. Therefore, the derivatives of the
activation function inherit its properties, enabling us to supervise
any derivative with dFCs.

• Conducting a set of experiments on two public datasets. Ex-
perimental results demonstrate that the proposal is superior to
baseline methods. In addition, the discriminative brain regions
are explored in the ASD detection task. The findings in this study
are consistent with the clinical performance in ASD.

2. Preliminary

2.1. Notation

To illustrate the proposed method better, some necessary notations
are defined in this section. Formally, R𝑛 and R𝑚×𝑛 denote 𝑛-dimensional
Euclidean spaces and the space of 𝑚×𝑛 real-valued matrix. Throughout
the paper, matrices, vectors, and scalars are denoted by bold capital
letters (e.g., 𝑿), bold lower-case letters (e.g., 𝒙), and lower-case letters
(e.g., 𝑥), respectively.

In this paper, 𝑫 denotes the data matrix of pre-processed BOLD
signals, and 𝒅𝑖 denotes the signal of 𝑖th ROI. 𝑫𝑡 denotes the data matrix
of 𝑡th window, and 𝑨𝑡 denotes the symmetric adjacency matrix of the
estimated FCs, which corresponds to the 𝑡th window. 𝑿 is the input
matrix of dCSL, and each row 𝒙𝑖,𝑗 = [𝑨1

𝑖,𝑗 ,𝑨
2
𝑖,𝑗 ,… ,𝑨𝑇

𝑖,𝑗 ], (𝑖, 𝑗 = 1, 2,… , 𝑁)
of this matrix denotes the dFCs between 𝑖th ROI and 𝑗th ROI. 𝜴 =
[𝝎1,𝝎2,… ,𝝎𝑀 ], 𝜴′ = [𝝎′

1,𝝎
′
2,… ,𝝎′

𝑀 ] are the frequency matrix. ⟨⋅⟩
denotes the inner product of two vector.

2.2. Kernel methods with Fourier transform

Kernel methods are a class of powerful statistical learning ap-
proaches. The kernel function 𝑘(𝒙,𝒙′) = ⟨𝛷(𝒙), 𝛷(𝒙′)⟩ constructs the
relationship between the input space and the feature space via the
nonlinear mapping 𝛷 ∶  → , aiming to make the indivisible data in
the input space  tend to be sparse and further as divisible as possible
in the feature space . In recent decades, kernel methods have been
used in many applications, such as multi-label learning [32] and natural
language processing [33].

Fourier transform is a fundamental tool of signal processing, which
consists of decomposing a signal into a sum of elementary signals that
have the property of being easy to implement and observe [34]. These
elementary signals are periodic and complex, in order to allow an
amplitude and phase study of the systems [35].

Yaglom’s theorem [36] constructed the relationship between kernel
methods and Fourier transform, where a general kernel is related to a
spectral density in accordance with the following Fourier duals.

𝑘(𝒙,𝒙′) = ∫R𝑇 ×R𝑇
𝑒𝑖(𝝎

⊤𝒙−𝝎′⊤𝒙′)𝑠(𝝎,𝝎′)𝑑𝝎𝑑𝝎′

𝑠(𝝎,𝝎′) = ∫R𝑇 ×R𝑇
𝑒−𝑖(𝝎

⊤𝒙−𝝎′⊤𝒙′)𝑘(𝒙,𝒙′)𝑑𝒙𝑑𝒙′
(1)

where the kernel 𝑘(𝒙,𝒙′) is positive semi-definite if and only if 𝑠(𝝎,𝝎′)
is the positive demi-definite bounded variation spectral density of a
Lebesgue–Stieltjes measure.

3. Method

As discussed in both the abstract and introduction sections, a novel

method dCSL is proposed to analyze the dFCs with spectral learning.
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Fig. 1. The pipeline of the proposed dFCs analysis with spectral learning (dCSL) for brain disorders detection. In this pipeline, three steps, including dFCs estimation, spectral
learning, and classification with fully connected neural networks. In the dFCs estimation step, the FCs sequence between different ROIs is obtained to characterize the brain
activities via the change of FCs. In the spectral learning step, the potential dynamic features of the dFCs are obtained with a stacked non-stationary non-monotonic spectral kernel
mapping. In the classification step, a classifier is obtained by optimizing the frequencies to identify the subject with brain disease from NCs.
Fig. 2. The architecture of a single layer in spectral learning.

dCSL mainly includes two components. The first component is used to
estimate dFCs with the SW method. The second component is to directly
analyze the dFCs via spectral learning and further extract higher-order
temporal features to identify brain disorders from NCs. The overall
architecture is shown in Fig. 1.

3.1. dFCs estimation with sliding window

SW technique is commonly used for examining the change of FCs
over time due to its simplicity [12,37,38]. In this approach, a time
window of fixed length is selected, and the BOLD signals within this
window are used to estimate FCs. Then, this window is shifted in time
by a fixed number of data points that define the amount of overlap
between successive windows. This process can result in a set of FC
sequences that are considered as dFCs.

In this paper, the pre-processed BOLD signals for each subject is
𝑫 = [𝒅1,𝒅2,… ,𝒅𝑁 ]⊤ ∈ R𝑁×𝑃 , and 𝒅𝑖 ∈ R𝑃 , (𝑖 = 1, 2,… , 𝑁) is the
BOLD signal of 𝑖th ROI with 𝑃 time points. Based on SWs, all the
signals are segmented into 𝑇 overlapping windows for each subject,
resulting in a set of time series segmentation 𝑺 = {𝑫𝑡 ∈ 𝑅𝑁×𝑃 𝑡}𝑇𝑡=1,
where 𝑃 1 = 𝑃 2 = ⋯ = 𝑃 𝑇 are the number of time points contained
in each segmentation. Then, PC, as the most popular and simplest FCs
3 
Fig. 3. The process of dFCs estimation.

estimation method, is used for estimating the FCs in each window. As
results, obtaining 𝑇 adjacency matrices 𝑨 = {𝑨𝑡 ∈ R𝑁×𝑁}𝑇𝑡=1 for each
subject. The process is shown in Fig. 3.

After getting the dFCs 𝑿 = [𝑨1
𝑖,𝑗 ,𝑨

2
𝑖,𝑗 ,… ,𝑨𝑇

𝑖,𝑗 ]
𝑁
𝑖,𝑗=1 ∈ R

𝑁×(𝑁−1)
2 ×𝑇

based on SWs for each subject, which will be treated as the input
data matrix of the dFCs analysis module, the proposed method is used
for capturing the higher-order temporal features of dFCs and further
identifying the subject with brain disease from the NCs.

3.2. dFCs analysis with spectral learning

Once getting the FC sequence 𝒙𝑖,𝑗 = [𝑨1
𝑖,𝑗 ;𝑨

2
𝑖,𝑗 ;⋯ ;𝑨𝑇

𝑖,𝑗 ]
𝑁
𝑖,𝑗=1 ∈ R𝑇 ,

spectral learning is used for analyzing its temporal patterns and extract-
ing higher-order temporal features. Moreover, the extracted higher-
order temporal features, which can effectively characterize the dynam-
ics of the dFCs, are used for identifying subjects with brain disease from
NCs. The details are shown below.
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Table 1
The information of databases.

Database Category (label) Subjects (samples) Age ROIs Volumes (time points)

ABIDE ASD (+1) 125 17.59 ± 7.84 116 170
NC (−1) 135 16.49 ± 7.68 116 170

ADNI MCI (+1) 165 72.03 ± 7.71 116 137
NC (−1) 154 75.36 ± 6.16 116 137
A
0
t
t
i
i

4
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Firstly, the Fourier transform is combined with non-stationary ker-
el methods to generate the spectral kernel mapping, which is defined
s follows:

(𝒙𝑖,𝑗 ) =
√

1
2𝑀

⎡

⎢

⎢

⎣

cos(𝝎𝑇
1 𝒙𝑖,𝑗 + 𝜑1) + cos(𝝎′𝑇

1 𝒙𝑖,𝑗 + 𝜑1)
…

cos(𝝎𝑇
𝑀𝒙𝑖,𝑗 + 𝜑𝑀 ) + cos(𝝎′𝑇

𝑀𝒙𝑖,𝑗 + 𝜑𝑀 )

⎤

⎥

⎥

⎦

=
√

1
2𝑀

[

cos(𝜴𝑇 𝒙𝑖,𝑗 + 𝜑) + cos(𝜴′𝑇 𝒙𝑖,𝑗 + 𝜑)
]

,

(2)

where 𝒙𝑖,𝑗 is the dFCs between any two ROIs. 𝜴 = [𝝎1,𝝎2,… ,𝝎𝑀 ]
and 𝜴′ = [𝝎′

1,𝝎
′
2,… ,𝝎′

𝑀 ] are the frequency matrices, which can be
interpreted as angular frequencies. The frequency pairs {(𝝎𝑖,𝝎′

𝑖)}
𝑀
𝑖=1 are

sampled from the spectral density 𝑠(𝝎,𝝎′). 𝑀 is the sampling number.
While 𝜑 is the bias, which can be interpreted as the phase offsets. The
detailed architecture is shown in Fig. 2 and the detailed derivation can
be found in Appendix.

Subsequently, spectral learning is constructed by stacking the spec-
tral kernel mapping 𝛷 into a deep architecture to explore the temporal
feature of dFCs. The feedforward form and the spectral learning are
designed as:

𝛷𝑙(𝒙𝑖,𝑗 ) =
√

1
2𝑀 𝑙

[

cos(𝜴𝑇
𝑙−1𝛷

𝑙−1(𝒙𝑖,𝑗 ) + 𝜑𝑙−1)

+cos(𝜴′𝑇
𝑙−1𝛷

𝑙−1(𝒙𝑖,𝑗 ) + 𝜑𝑙−1)
]

,
(3)

(𝑙)(𝒙𝑖,𝑗 ) = 𝛷𝑙(𝛷𝑙−1(⋯𝛷1(𝒙𝑖,𝑗 ))), (4)

here 𝑓 (𝑙)(𝒙𝑖,𝑗 ) denotes the 𝑙-layer spectral kernel network, 𝛷𝑙 denotes
he 𝑙th layer spectral kernel mapping.

Note that, in such a deep spectral kernel mapping, the activation
unction naturally is a cosine function, which offers two significant
dvantages. On one hand, the cosine is periodic and non-local, thereby
apturing the inherently periodic nonlinearity patterns and the tempo-
al dependency of dFCs over time. On the other hand, any derivative
f a cosine function is itself a composition of cosine functions, as
he derivative of the cosine function is a sine function, i.e., a phase-
hifted cosine function. Therefore, the derivatives of dCSL inherit the
roperties of dCSL, enabling us to explore the higher-order temporal
eatures and supervise any derivative of dCSL with the complex dFCs.

After learning the higher-order temporal features of dFCs, the subse-
uent step is to perform the detection task with the following empirical
oss:

= 1
𝑅

𝑅
∑

𝑟=1
𝓁(𝐹 (𝑓 𝑙(𝑿𝑟)), 𝑦𝑟) (5)

here 𝑿𝑟 denotes the explored higher-order temporal features by dCSL
nd 𝑦𝑟 denotes the label. 𝑅 is the number of subjects. 𝐹 denotes a neural
etwork with 4 fully connected layers. 𝓁 is the loss function, and it is
elected as the cross entropy in this paper.

. Experiment

.1. Data acquisition and pre-processing

In this section, two public datasets, including Alzheimer’s Disease
euroimaging Initiative (ADNI)1 and Autism Brain Imaging Data Ex-
hange (ABIDE)2 are involved in the experiment to systematically

1 https://adni.loni.usc.edu/.
2 https://fcon_1000.projects.nitrc.org/indi/abide/.
4 
evaluate the proposed dCSL. The detailed information of these datasets
is shown in Table 1.

For the ADNI dataset, 319 subjects/samples, including 165 MCIs
with labeled ‘‘+1’’ and 154 NCs with labeled ‘‘− 1’’, are used for testing
the proposed method under seven performance metrics. All subjects
were scanned by Philips 3.0T scanner with the following imaging
parameters: flip angle = 80, TR/TE = 3000 ms/300 ms, voxel thickness
= 3.3 mm, and image matrix = 64 × 64. The scanning lasted 7 min,
which generated 140 volumes for each subject.

For each subject in ADNI, SPM83 toolbox and DPABI [39] are used
to preprocess their rs-fMRI data. The main steps include: (1) removing
the first 3 volumes to keep the signal stabilization; (2) correcting head
motion and slice timing for the remaining volumes; (3) regressing
out the nuisance signals based on the Friston 24-parameters of head
motion; (4) registering the corrected rs-fMRI images to Montreal Neuro-
logical Institute (MNI) standard space [40] and spatially smoothing the
images by the full-width-half-maximum (FWHM) of Gaussian kernel, in
which setting the FWHM to be 6 mm × 6 mm × 6 mm; (5) filtering the
signals using band-pass frequencies between 0.01 and 0.1. Lastly, the
BOLD signals from the ROIs are extracted according to an atlas and are
put into the data matrix 𝑫.

For the ABIDE dataset, 260 subjects/samples are randomly selected
from the NYU site, including 125 ASDs with labeled ‘‘+1’’ and 135 NCs
with labeled ‘‘−1’’. All rs-fMRI data were acquired based on a standard
echo-planar imaging sequence on a clinical routine 3.0T Allegra scan-
ner with the following imaging parameters: TR/TE is 2000 ms/15 ms
with 180 volumes, the number of slices is 33, and the slice thickness is
4.0 mm.

For the subjects in the ABIDE dataset, the data pre-processing
pipeline is similar to the ADNI dataset, and the details can be found
in [41].

4.2. Experimental setting and implementation details

All the experiments are implemented with PyTorch [42] on a work-
station with NVIDIA RTX 3090 GPU, AMD R7-5700X 3.40 GHz 8-core
CPU, and 32 GB memory. For each dataset, 90% are used for training
and 10% are used for testing. The unified fully connected architecture
𝑁×(𝑁−1)

2 × 512 × 32 × 2 are used to identify the disorders from the
NCs based on the higher-order features, and the higher-order temporal
features are extracted by the spectral learning with three layers 𝑇×𝑇×1.

ll the layers followed by rectified linear unit (ReLU) activation and
.5 dropout. Adam algorithm and cross-entropy loss are selected as
he optimization algorithm and loss function, respectively. In addition,
he hyper-parameters, including the width and step size of SW, are
nvolved in the dFCs estimation module, and the candidate values range
n [30, 35, 40, 45, 50] and [1, 2, 3], respectively.

.2.1. Compared methods
To verify the effectiveness of the proposed method, compare the

roposed dCSL with some deep models that are commonly used to
nalyze dFCs, including:
RFF: Random Fourier feature is a method of approximating a kernel

unction. It also combines the Fourier transform with the kernel meth-
ds. By contrast, RFF just takes the transition invariant kernels, and the
esult is only dependent on the distance between samples.

3 http://www.fil.ion.ucl.ac.uk/spm/.

https://adni.loni.usc.edu/
https://fcon_1000.projects.nitrc.org/indi/abide/
http://www.fil.ion.ucl.ac.uk/spm/
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Fig. 4. The results on the MCI detection under different cases, including the traditional MLP model with ReLU activation functions, as well as the neural networks with the same
architecture as dCSL but with different activation functions (i.e., ReLU, Sigmoid, and Tanh).
Table 2
Definitions for different measurements. TP is the number of positive subjects that are
predicted correctly. FN is the number of negative subjects that are predicted incorrectly.
TN and FP are the numbers of their corresponding subjects, respectively.

Quantitative measurements Definition

Accuracy (ACC) 𝑇𝑃+𝑇𝑁
𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁

Sensitivity (SEN) 𝑇𝑃
𝑇𝑃+𝐹𝑁

Specificity (SPE) 𝑇𝑁
𝐹𝑃+𝑇𝑁

Balanced Accuracy (BAC) 𝑆𝐸𝑁+𝑆𝑃𝐸
2

Positive Predictive Value (PPV) 𝑇𝑃
𝑇𝑃+𝐹𝑃

Negative Predictive Value (NPV) 𝑇𝑁
𝑇𝑁+𝐹𝑁

F1 𝑇𝑃+𝑇𝑁
𝑇𝑃+𝑇𝑃+𝐹𝑃+𝐹𝑁

LSTM: LSTM network is the most popular method to analyze the
time sequence. Compared with the RNN method, it can remove the
useless information by the forget gate to capture the long-range de-
pendence. In this method, two steps are also adopted. The first step
(i.e., FCs estimation) is the same as the proposal. Then LSTM is used to
analyze the dFCs. Specifically, a sequence with 𝑇 time points is input
to the LSTM network, and each time point includes 𝑁×(𝑁−1)

2 features.
The output of the last moment is considered as the extracted features
to perform the classification task.

GRU: The GRU method is the variant of LSTM network. It also can
capture the long-range dependence of the time sequence. Similar to the
framework of LSTM method, the dFCs sequence with 𝑇 time points is
analyzed by the GRU network, and the output of the last moment is
also considered as the extracted features to identify the subjects with
the disorders from the NCs.

CRNN: CRNN is a variant of CNN. In this method, CNN is used to
extract the spatial information, and then LSTM is used to extract the
temporal information with the dFC networks.

SA-CRN [43]: Self-attention (SA) based convolutional recurrent
network (SA-CRN). Pooling strengths of CNN, LSTM, and self-attention
to extract higher-order sequence information of dFCs.

BolT [44]: Blood-oxygen-level-dependent transformer (BolT). BolT
leverages a cascade of transformer encoders equipped with a novel
fused window attention mechanism. Encoding is performed on
temporally-overlapped windows within the time series to capture local
representations. Cross-window attention is computed between base
tokens in each window and fringe tokens from neighboring windows
to integrate the temporal information.

MDGL [45]: MDGL capture multi-scale spatiotemporal dynamic
representations of rs-fMRI data for automated brain disorder diagnosis.
The MDGL framework consists of three major components: (1) multi-
scale dynamic FCN construction using multiple brain atlases to model
multi-scale topological information, (2) multi-scale dynamic graph rep-
resentation learning to capture spatiotemporal information conveyed in
fMRI data, and (3) multi-scale feature fusion and classification.
5 
BrainTGL [46]: BrainTGL model exploits the temporal characteris-
tics in rs-fMRI data through the proposed attention-based graph pooling
for removing noisy edges and dual temporal graph learning LSTM for
learning temporal characteristics in fMRI data from two aspects.

BrainGB [47]: BrainGB standardizes the process by (1) summarizing
brain network construction pipelines for both functional and structural
neuroimaging modalities and (2) modularizing the implementation of
Graph Neural Networks designs.

BrainGNN [48]: BrainGNN includes (1) novel ROI-aware graph
convolutional layers that efficiently assign each ROI a unique kernel
that reflects ROI community patterns, and (2) novel regularization
terms (unit loss, group-level consistency loss and topK pooling loss) for
pooling operations to encourage reasonable ROI-selection and provide
flexibility to encourage either fully individual- or patterns that agree
with group-level data.

MVS-GCN [49]: MVS-GCN collaborates the graph structure learning
and multi-task graph embedding learning to improve the classification
performance and identify the potential functional subnetworks.

SHeC [50]: SHeC adaptively assigns heterogeneous connections
to different pairs of brain regions, thereby effectively encoding the
complex interaction patterns in the brain.

DART [51]: DART uses the static brain network as a baseline,
integrating dynamic brain networks to enhance performance against
traditional methods, which innovatively employ attention mechanisms,
enhancing model explainability and exploiting the dynamic brain net-
work’s temporal variations.

4.2.2. Performance evaluate
For evaluating the performance of the proposal, a set of quantitative

measurements are calculated, including classification accuracy (ACC),
sensitivity (SEN), specificity (SPE), balanced accuracy (BAC), positive
predictive value (PPV), negative predictive value (NPV), and F1. Their
definitions are given in Table 2, where TP is the number of positive
subjects that are predicted correctly in the classification task, FN is
the number of negative subjects that are predicted incorrectly, and
similarly, TN and FP are the numbers of their corresponding subjects,
respectively.

4.3. Results and analysis

4.3.1. Results of ASD detection
In this experiment, the hyper-parameters for all the methods are set

as the width and step size of SWs are 30 and 2, respectively, learning
rate = 0.01, epoch = 200. Moreover, the detection results are reported
in Table 3.

For the ASD detection task, the proposed method achieves the
average results of ACC = 71.54%, SEN = 68.35%, SPE = 74.52%, BAC
= 71.44%, PPV = 70.47%, NPV = 73.20%, and F1 = 68.69%. From
Table 3, it can be observed that the proposed dCSL performs better
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Table 3
Detection results. ∕ denotes that the metric has not been calculated. Best results are highlighted in bold and suboptimal results are highlighted
in underline.

Dataset Method ACC SEN SPE BAC PPV NPV F1

ABIDE

GRU 60.77% 60.59% 60.53% 60.56% 57.90% 63.36% 58.86%
LSTM 63.08% 61.26% 65.23% 63.25% 59.18% 67.86% 59.07%
RFF 65.58% 65.47% 65.97% 65.72% 61.58% 69.90% 62.90%
CRNN 68.08% 65.99% 69.90% 67.95% 66.45% 69.53% 65.47%
SA-CRN 62.12% 60.73% 63.22% 61.98% 60.22% 63.85% 59.93%
BolT 70.76% 64.10% / 70.59% 72.35% / 66.44%
MDGL 60.88% 60.03% / 60.76% 58.29% / 57.83%
MVS-GCN 50.00% 36.00% / / 47.37% / 48.79%
DART 65.38% 65.38% 65.38% / / / 72.93%
BrainTGL 57.96% 72.10% 54.50% 66.30% 32.96% 85.55% 43.26%
SHeC 56.54% 55.20% 57.78% 56.49% 54.76% 58.21% 54.98%
BrainGB 58.46% 54.40% / 58.31% 57.78% / 55.30%
BrainGNN 55.77% 78.95% / 60.69% 44.12% / 56.60%
dCSL (Ours) 71.54% 68.35% 74.52% 71.44% 70.47% 73.20% 68.69%

ADNI

GRU 73.28% 73.00% 74.69% 73.84% 76.18% 72.77% 73.46%
LSTM 71.25% 70.76% 72.67% 71.71% 77.36% 65.74% 73.38%
RFF 70.94% 70.19% 72.42% 71.30% 73.73% 69.37% 71.17%
CRNN 77.81% 79.69% 76.13% 77.91% 81.18% 75.28% 79.65%
SA-CRN 63.75% 67.08% 61.28% 64.18% 64.74% 63.81% 65.09%
BolT 80.12% 81.80% / 80.25% 80.74% / 81.10%
MDGL 78.89% 89.78% / 78.90% 75.68% / 81.83%
MVS-GCN 58.73% 50.00% / / 57.69% / 58.21%
DART 76.92% 67.64% 87.10% / / / 86.43%
BrainTGL 67.03% 65.03% 68.20% 66.61% 67.20% 65.75% 65.29%
SHeC 56.93% 52.94% 60.87% 56.91% 57.14% 56.76% 54.96%
BrainGB 72.86% 77.74% / 72.69% 69.89% / 73.09%
BrainGNN 73.08% 47.06% / 66.39% 61.54% / 53.33%
dCSL (Ours) 81.41% 79.55% 83.86% 81.71% 83.33% 80.25% 80.95%
Table 4
Detection results on different atlases. ∕ denotes that the metric has not been calculated.

Methods Atlas ACC SEN SPE BAC PPV NPV F1

dCSL

AAL 88.21% 86.21% 89.85% 88.03% 89.57% 88.85% 86.47%
fcMVPA 89.29% 88.59% 89.13% 88.86% 91.93% 89.10% 89.42%
Power’s 264 92.14% 95.36% 87.11% 91.23% 91.02% 95.33% 92.74%
Schaefer’s 400 90.71% 87.92% 93.30% 90.61% 93.76% 89.59% 89.86%

SRFF

AAL 86.43% 84.58% 87.53% 86.06% 86.78% 88.36% 84.74%
fcMVPA 83.93% 82.56% 85.85% 84.21% 87.11% 82.91% 83.33%
Power’s 264 85.00% 80.62% 88.51% 84.57% 89.07% 85.20% 82.84%
Schaefer’s 400 84.64% 86.10% 84.39% 85.25% 85.82% 86.10% 84.82%

BolT

AAL 80.16% 77.38% / 79.88% 82.64% / 78.66%
fcMVPA 86.26% 86.90% / 86.31% 88.64% / 86.20%
Power’s 264 89.12% 90.05% / 89.04% 88.48% / 89.25%
Schaefer’s 400 88.35% 86.90% / 88.45% 90.47% / 88.06%
than the baseline methods on all metrics. Specifically, the proposal is
significantly better on the metrics of SEN and SPE, which means that
the proposal can not only improve the classification accuracy but is also
sensitive to both disorders and NCs.

4.3.2. Results of MCI detection
In this experiment, the hyper-parameters are set as the width and

step size of SWs are 30 and 2, respectively, learning rate = 0.01, epoch
= 200. Moreover, the detection results are reported in Table 3.

For this detection task, the proposed method achieves the detection
results of ACC = 81.41%, SEN = 79.55%, SPE = 83.86%, BAC =
81.71%, PPV = 83.33%, NPV = 80.25%, and F1 = 80.95%. The results,
eported in Table 3, show that dCSL obtains a more competitive per-
ormance than the baseline methods on most of the evaluation metrics,
eaning that the spectral kernel network, as the temporal features

xtractor, can capture the dynamics of dFCs.

.4. Ablation study

As shown in Fig. 1, spectral learning is the core of the proposed
CSL, which is constructed by stacking the non-stationary spectral
apping. Spectral learning shares the advantages of deep hierarchical
6 
structure and the non-stationary kernel, enabling us to explore the
long-range correlation and higher-order temporal patterns of dFCs. An
ablation study is conducted to evaluate the methods with different
cases to demonstrate that performance improvement comes from the
powerful representation brought by spectral learning. The case includes
the traditional MLP model with ReLU activation functions, as well as
the neural networks with the same architecture as spectral learning in
dCSL but with different activation functions. All the results, reported
in Fig. 4, show that the spectral learning in dCSL generally performs
better than other cases. Specifically, spectral learning outperforms the
traditional MLP model, which may be due to the increasing of param-
eters. Furthermore, spectral learning is commonly superior to neural
networks with the same architecture as spectral learning (the same
parameter numbers), which contributes to the capability of capturing
the long-range correlation and exploring the higher-order temporal
patterns of spectral learning.

5. Discussion

In this section, this study focuses on the ABIDE dataset to analyze
the influence of the width and step size of the SW method on the results
and explore which brain regions are associated with ASD detection
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Fig. 5. The classification results with fixed width of SWs.
Fig. 6. The classification results with fixed step size of SWs.
tasks. In addition, the limitations of dCSL and the possible future
research are discussed.

5.1. Parameter analysis

In addition to the hyper-parameters related to the deep structure,
two additional parameters, including the width and step size of the
SW method, are to be tuned in the proposed method. In this section,
the influence of these two parameters on the final detection results
achieved by dCSL will be discussed. As discussed in the experimental
setting section, parameters of the SW method are selected from the
candidate values range in [30, 35, 40, 45, 50] for the width and [1, 2, 3]
for the step size, respectively. Note that the other parameters, involved
in the deep structure (i.e., the batch size, epoch, and learning rate),
are the same as the above experimental settings. The detection results
under different hyper-parameters are presented in Figs. 5 and 6.

In Fig. 5, maintaining a fixed width and investigating the influ-
ence of the step size on the detection performance. Simultaneously,
investigating the influence of the width while maintaining a fixed step
size in Fig. 6. From Figs. 5 and 6, it can be observed that both the
width and step size have notable effects on the results. Notably, the
influence of the step size tends to decrease as the width increases. This
trend could be attributed to the fact that wider windows contain more
intricate patterns. Compared with the step size, the width seems to
exert more influence on the detection results. As shown in Fig. 6, the
best width tends to decrease with the step size increasing, suggesting
a dynamic relationship between these parameters that requires careful
consideration for optimal performance.

5.2. Parcellation and important brain regions

Besides the hyper-parameter selection, such as the width and step
size of the SW method in the dFCs estimation component, the schemes
of brain regions parcellation and BOLD signals extraction in the data
pre-processing step also play an important role in brain disease detec-
tion. Currently, researchers have proposed many schemes to parcel the
human brain, which can be roughly divided into atlas-based and data-
driven methods. Atlas-based parcellation includes Automated Anatom-
ical Labeling (AAL) [52], anatomical Harvard Oxford (HO) [53], while
functional-based atlas includes functional connectivity multivariate
pattern analysis (fcMVPA) [54], and Power’s 264 functional ROIs [55].
Primarily, AAL atlas and fcMVPA atlas are commonly used structure-
atlas and functional-atlas, respectively.

As an alternative to atlas-based methods, data-driven methods di-
rectly work on the present dataset. Clustering and group independent
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component analysis (GICA) are the commonly used methods for defin-
ing ROIs. The clustering method, groups voxels together such that all
the voxels in one parcel are more similar to each other than those in
other parcels. For GICA, it aims to decompose the present data into a
set of independent components, which are described by spatial maps,
and each map corresponds to an ROI.

In order to investigate the influence of the atlas selection on the final
results, four atlases, including AAL, fcMVPA, Power’s 264, Schaefer’s
400 [56] are used for performing the AD detection task. The results,
reported in Table 4 demonstrate that these four methods with the
functional-based atlas perform better than with the structure-based
atlas, and there is only a slight difference between two functional-
based atlas (i.e., fcMVPA atlas and Power’s 264 atlas). Therefore, it
can be concluded that the functional-based atlas may be more appro-
priate for the functional connections analysis. It also can be observed
from Table 4, Schaefer’s 400, as the functional-based atlases, does not
perform as well as the other two functional-based atlas. One of the
possible reasons is overfitting. There are 400×(400−1)

2 features for each
subject, and the used dataset only included 137 subjects. All in all,
the performance of different approaches (or atlases) may vary under
different conditions. No atlas is always optimal for ROI definition and
brain disease detection tasks. It is worth noting that the proposed dCSL
is consistently superior to other methods for different atlases.

Except for the detection performance, researchers also want to know
the critical features that are associated with the task in the medical
field [57–62]. Therefore, to determine which brain regions contribute
more to the ASD detection task, the deep neural network with a single
layer is employed as a classifier at the bottom of dCSL. Specifically,
the top 50 FCs are selected, whose temporal features contribute more
to the ASD classification task. These connections are associated with
15 discriminative brain regions, including the middle frontal gyrus,
inferior frontal gyrus, middle cingulate gyrus, posterior cingulate gyrus,
parahippocampal, amygdala, calcarine cortex, cuneus, superior pari-
etal gyrus, heschl gyrus, temporal pole, orbitofrontal cortex, and two
cerebellar regions. These brain regions are visualized in Fig. 7.

Most of the discriminative brain regions are related to the default
mode network (DMN) [63], executive control network (ECN) [64],
and visual network (VN) [65]. Previous studies have found that the
abnormal activation and connections in these networks are most likely
to cause ASD [66,67]. Remarkably, the found discriminative brain
regions, including the inferior frontal gyrus, amygdala, parahippocam-
pal, middle cingulate gyrus, and posterior cingulate gyrus, are related
to memory, social cognition, and emotion processing [68–70]. These
findings in this study are consistent with the previous studies and the
clinical performance in ASD.



Y. Xue et al. Artiϧcial Intelligence In Medicine 157 (2024) 102984 
Fig. 7. The important brain regions that are associated with the ASD classification
task.

5.3. Limitations and future work

As the detection results show, the proposed method outperforms
existing deep learning models in most cases. However, there are several
technical issues that warrant attention in the future.

Firstly, in the proposed dCSL, the use of the cosine function as the
activation function presents an optimization challenge (it is easy to fall
into a local optimum) that is caused by the periodicity of the cosine
function. Therefore, a non-stationary monotone activation function will
be studied in future work.

Secondly, despite the integration of dynamic feature extraction
and classifier training into a unified framework through the proposed
approach, dFCs estimation remains independent of this unified frame-
work. In the future, an end-to-end framework will be studied for joint
dFCs estimation, temporal features extraction, and classifier training
with the aim that dFCs estimation is optimized and directly contributes
to the effectiveness of the classifier training process.

In addition, although rs-fMRI, by achieving BOLD signals, provides
a non-invasive and valuable way of exploring the human brain [8],
BOLD signals are arbitrarily scaled and have no unit, resulting in the
difficulty of comparing them directly across different subjects [71].
As discussed in 1, dCSL can effectively reveal the input-dependent
characteristics and the potential temporal dependence by compactly
representing higher-order temporal features. Therefore, an attempt will
be made to directly capture the potential dynamics of the BOLD signals
based on the spectral kernel network, and further identify the disorders
from NCs.

6. Conclusion

This study proposes a novel analysis method called dCSL to explore
the temporal patterns of dFCs. In the proposal, dFCs are first estimated
through the SW method. Then, spectral learning is constructed via
stacking the non-stationary spectral kernel mapping into a deep neural
network to reveal the dynamic patterns of dFCs. To investigate the
effectiveness of dCSL, a set of experiments is performed on two public
datasets. The results show that the proposed method is better than the
baseline methods commonly used for dFCs analysis. Therefore, it is em-
pirically concluded that the deep neural network with non-stationary
spectral kernel mapping can mine more dynamic characteristics of
dFCs.
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Appendix

In this section, we show more details about the non-stationary
spectral kernel mapping in (2).

Note that the definition in Eq. (1) can result in a complex-value
kernel due to the exponential component 𝑒𝑖(𝝎⊤𝒙−𝝎′⊤𝒙′). In order to derive
the real-value kernel 𝑘, we use the following 𝜁𝝎,𝝎′ (𝒙,𝒙′) to replace the
exponential component, and 𝜁𝝎,𝝎′ (𝒙,𝒙′) is defined as:

𝜁𝝎,𝝎′ (𝑥, 𝑥′) = 1
8

[

𝑒𝑖(𝝎
𝑇 𝒙−𝝎′𝑇 𝒙′) + 𝑒𝑖(−𝝎

𝑇 𝒙+𝝎′𝑇 𝒙′)

+𝑒𝑖(𝝎
′𝑇 𝒙−𝝎𝑇 𝒙′) + 𝑒𝑖(−𝝎

′𝑇 𝒙+𝝎𝑇 𝒙′)

+𝑒𝑖(𝝎
𝑇 𝒙−𝝎𝑇 𝒙′) + 𝑒𝑖(−𝝎

𝑇 𝒙+𝝎𝑇 𝒙′)

+𝑒𝑖(𝝎
′𝑇 𝒙−𝝎′𝑇 𝒙′) + 𝑒𝑖(−𝝎

′𝑇 𝒙+𝝎′𝑇 𝒙′)
]

.

(6)

Similarity, the spectral density 𝑠(𝝎,𝝎′) is replaced with the following
𝑝(𝝎,𝝎′):

𝑝(𝝎,𝝎′) = 1
8

[

𝑠(𝝎,𝝎′) + 𝑠(−𝝎,−𝝎′)

+𝑠(𝝎′,𝝎) + 𝑠(−𝝎′,−𝝎)

+∫R𝑇
𝑠(𝝎,𝝎′)𝑑𝝎 + ∫R𝑇

𝑠(−𝝎,−𝝎′)𝑑𝝎

+∫R𝑇
𝑠(𝝎,𝝎′)𝑑𝝎′ + ∫R𝑇

𝑠(−𝝎,−𝝎′)𝑑𝝎′
]

,

(7)

where the spectral density 𝑝(𝝎,𝝎′) can be seen as a probability density
function.

Considering the following equations,

𝑒𝑖(𝝎
𝑇 𝒙−𝝎′𝑇 𝒙′) + 𝑒𝑖(−𝝎

𝑇 𝒙+𝝎′𝑇 𝒙′)

=2 cos(𝝎𝑇 𝒙 − 𝝎′𝑇 𝒙′)

=4E𝜑∼[−𝜋,𝜋]

[

cos(𝝎𝑇 𝒙 + 𝜑) cos(𝝎′𝑇 𝒙′ + 𝜑)
]

.

(8)

𝑘(𝒙,𝒙′) = ∫R𝑇 ×R𝑇
𝜁𝝎,𝝎′ (𝒙,𝒙′)𝑝(𝝎,𝝎′)𝑑𝝎𝑑𝝎′

= ∫R𝑇 ×R𝑇

1
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[

2 cos(𝝎𝑇 𝒙 − 𝝎′𝑇 𝒙′)

+ 2 cos(𝝎′𝑇 𝒙 − 𝝎𝑇 𝒙′)

+ 2 cos(𝝎𝑇 𝒙 − 𝝎𝑇 𝒙′)

+ 2 cos(𝝎′𝑇 𝒙 − 𝝎′𝑇 𝒙′)
]

𝑝(𝝎,𝝎′)𝑑𝝎𝑑𝝎′

= ∫R𝑑×R𝑑
𝛹𝝎,𝝎′ (𝒙,𝒙′)𝑝(𝝎,𝝎′)𝑑𝝎𝑑𝝎′

= E(𝝎,𝝎′)∼𝑃

[

𝛹𝝎,𝝎′ (𝒙,𝒙′)
]

(9)

where

𝛹𝝎,𝝎′ (𝒙,𝒙′) = 1
2
E𝜑∼[−𝜋,𝜋]

[

cos(𝝎𝑇 𝒙 + 𝜑) cos(𝝎′𝑇 𝒙′ + 𝜑)

+ cos(𝝎′𝑇 𝒙 + 𝜑) cos(𝝎𝑇 𝒙′ + 𝜑)

+ cos(𝝎𝑇 𝒙 + 𝜑) cos(𝝎𝑇 𝒙′ + 𝜑)

+ cos(𝝎′𝑇 𝒙 + 𝜑) cos(𝝎′𝑇 𝒙′ + 𝜑)
]

.

(10)
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Discretizing 𝑘(𝒙,𝒙′) in Eq. (9) by Monte Carlo integral:

(𝒙,𝒙′) = E𝝎,𝝎′∼𝑃

[

𝛹𝝎,𝝎′ (𝒙,𝒙′)
]

≈ ⟨𝛷(𝒙), 𝛷(𝒙′)⟩
(11)

where the non-stationary spectral kernel mapping 𝛷(𝒙) is defined as
follows:

𝛷(𝒙) =
√

1
2𝑀

⎡

⎢

⎢

⎣

cos(𝝎𝑇
1 𝒙 + 𝜑1) + cos(𝝎′𝑇

1 𝒙 + 𝜑1)
…

cos(𝝎𝑇
𝑀𝒙 + 𝜑𝑀 ) + cos(𝝎′𝑇

𝑀𝒙 + 𝜑𝑀 )

⎤

⎥

⎥

⎦

=
√

1
2𝑀

[

𝑐𝑜𝑠(𝜴𝑇 𝒙 + 𝜑) + 𝑐𝑜𝑠(𝜴′𝑇 𝒙 + 𝜑)
]

(12)

where 𝜴 = [𝝎1,𝝎2,… ,𝝎𝑀 ] and 𝜴′ = [𝝎′
1,𝝎

′
2,… ,𝝎′

𝑀 ] are the fre-
quency matrices. The frequency pairs {(𝝎𝑖,𝝎′

𝑖)}
𝑀
𝑖=1 are sampled from the

pectral density 𝑠(𝝎,𝝎′). 𝑀 is the sampling number.
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